ABSTRACT

One basic observation for pedestrian detection in video sequences is that both appearance and motion information are important to model the moving people. Based on this observation, we propose a new kind of features, 3D Haar-like (3DHaar) features. Motivated by the success of Haar-like features in image based face detection and differential-frame based pedestrian detection, we naturally extend this feature by defining seven types of volume filters in 3D space, instead of using rectangle filter in 2D space. The advantage is that it can not only represent pedestrian’s appearance, but also capture the motion information. To validate the effectiveness of the proposed method, we combine the 3DHaar with support vector machine (SVM) for pedestrian detection. Our experiments demonstrate the 3DHaar are more effective for video based pedestrian detection.

1. INTRODUCTION

Human detection is important for a variety of applications, such as visual surveillance, smart room, and automatic driver-assistance system. But it is a challenging task because of the wide variability in appearance due to clothing, articulation and illumination conditions.

In the last few years, many approaches to pedestrian detection have been proposed in both still images and video sequences. For pedestrian detection in still images, researchers mainly focus on the features for modeling pedestrians. In the early stage, Papageorgiou et al [1] used Haar-based representation combining with a polynomial SVM to classify pedestrians. In order to detect pedestrians with partial occlusion, Mohan et al. [2] improved the method in [1] by dividing human body into fours parts: head-shoulder, legs and left/right arms. Later, researches start describing pedestrians by local descriptors in Implicit Shape Model (ISM) [3], which is a popular method for object detection and recognition. Also some modified SIFT descriptors (i.e. Histogram of Oriented Gradient) are used in pedestrian detection with other classifiers such as SVM [4] and cascade AdaBoost [5]. Recently, Wu and Yu [6] model pedestrians in a Markov Random Field, to solve the problem of non-rigid shape and partial occlusion. Munder and Gavrila [7] carry out an extensive experimental study on various features and classifiers for pedestrian detection.

Much progress has been made in detection and tracking of pedestrians in video sequences [8-11]. However, most methods rely on segmentation of a foreground motion blob. Motion segmentation by background modeling is simple and effective when camera is stationary and changes in illumination are gradual. But for many applications the camera may move and illumination may change suddenly. In such case, direct detection of human pattern can solve the problem. Considering this requirement, we propose a method detecting pedestrian directly from the video sequences, while being independent of motion detection.

Recently, Viola et al.’s [11] and Dalal et al.’s [12] work indicate the combination of static and dynamic information can improve the detection accuracy. Viola et al. [11] presented a pedestrian detection algorithm with Haar-like features between two frame difference, considering both the appearance and motion information. Our method is a natural generalization of this algorithm. Instead of presenting features between two frames, we extract Haar-like features among multiple frames, which can capture more motion information representative of people. Since they are extracted in a space-time volume, we call them 3D Haar-like features. This kind of features is distinctive and robust to represent the motion and appearance pattern of moving people. The experimental results further verify the effectiveness of our method.

The remaining of this paper is organized as follows. Section 2 reviews the relevant algorithm of the Haar-like features proposed in [11]. Section 3 gives the detailed description of our 3D Haar-like features. Section 4 presents our experimental results, and section 5 gives the summation and the focus of our future work.

2. RELATED WORKS

The proposed method can be regarded as a natural generalization of Viola et al.’s algorithm [11]. So we start with a short description of Viola’s algorithm. Given a pair of images $I_t$ and $I_{t+1}$ in time, five differential images are computed. $\Delta$ is the difference image between image
3.3. Integral Volume

Integral Image is a fast method to compute 2D Haar-like features. This led to a real-time face detection system [13] and human detection system [11]. To compute 3DHaar feature values efficiently, we also use the idea of Integral Image. The only difference is that we compute Integral Image in three dimensions and we refer it as to Integral Volume. Given the origin of coordinate frame, the value of Integral Volume at location \((x, y, t)\) contains the sum of the pixels which location indices are less than the current location. More specifically:

\[
iv(x, y, t) = \sum_{x' \leq x, y' \leq y, t' \leq t} i(x', y', t'),
\]

where \(iv(x, y, t)\) is the integral volume and \(i(x, y, t)\) is the original volume. Using the Integral Volume any cubic sum can be computed in eight array references (seven plus/minus operations).

Fig. 2. The sum of the pixels within the box ABCDEFGH can be computed with seven plus/minus operations. The sum is \(iv(H) - iv(D) - iv(F) - iv(G) + iv(B) + iv(C) + iv(E) - iv(A)\), where 0 is the origin.
operations). See Figure 2 for example. Since the two-box cubic filters (Figure 1 (a) (b) (g)) involve adjacent boxes, they can be computed in 12 array references. Figure 1 (c) (d) (e) need 18 array references; Figure 1 (f) needs 27 array references. Since plus/minus operation is fast, the feature extraction can be processed rapidly.

3.3. Feature Representation

In order to represent the space-time volume thoroughly, we scan the volume densely using the seven types of cubic filters. Generally, each cubic filter is third or half overlapped by another one. Given a space-time volume with size \((H, W, T)\), representing the height, width and frame number respectively, we define the cubic filter size \((h, w, t)\) and cubic filter scanning step \((h_{\text{Step}}, w_{\text{Step}}, t_{\text{Step}})\). Then the feature number \(N\) in a space-time volume is
\[
N = \left\lfloor \frac{H - h}{h_{\text{Step}}} \right\rfloor \times \left\lfloor \frac{W - w}{w_{\text{Step}}} \right\rfloor \times \left\lfloor \frac{T - t}{t_{\text{Step}}} \right\rfloor. 
\]
The total \(N\) features form a \(N\)-element vector representation of a space-time volume. For detection task, we use the Gaussian Kernel SVM as classifier. In the experimental evaluation section, we will analyze the experiments on how the cubic window parameters and frame number influence the detection performance.

Fig. 3. Two example space-time volumes from CAVIAR dataset. The space-time volume is 60×30×10

4. EXPERIMENTAL EVALUATION

In this section, we first discuss the data preparation and outline the experiment setup. Then we give the results of our experiments.

We train and test our detector on CAVIAR data set [15], which has 52 scenes along and across the hallway in a shopping center. According to our experimental goal, we segment the regions containing persons from the origin videos, and add a margin of 2 pixels to preserve contour information. Then the segmented images are rescaled to 60×30, and consecutive 10 segmented images form a space-time volume as described in Section 3. Figure 3 shows two examples. It can be seen from the examples that such kind of volumes has obvious appearance characteristics as well as certain motion information. The negative examples are made in the same way; the only difference is that they are randomly sampled from videos known containing no pedestrian. In this way, we gather 10,000 positive and 10,000 negative space-time volumes.

We carry out three experiments to explore the effectiveness of 3DHaar features. First, we evaluate the effect of tunable window size. Then, we analyze how the frame number of cubic filter influences detection performance. Third, we evaluate 3DHaar features in real applications.

Given a cubic filter with size \((h, w, t)\), we discuss how the three parameters influence the detection performance, and also to confirm our hypothesis of the effectiveness of 3DHaar features. First, we evaluate the window size \((h, w)\) of the cubic filter. In this experiment, we use 5000 positives and 3000 negatives as training set, and 5000 positives and 5000 negatives as testing set. In addition, we set \(t = 9\) and the scanning step is third or half of the window side. We change the window size from \(4\times4\) to \(20\times20\), and Figure 4 plots the error rate. It can be seen from the figure that window size of 16 pixel height and 4-8 pixel width performs best. In fact, this window size is interestingly coincident with the proportion of standing persons, and the cubic filters are just trying to capture the characteristics of pedestrians.

Fig. 4. Performance comparisons of 3D Haar-like features with different window sizes

We next analyze the effect of frame number \(t\) on pedestrian detection. We use the window size \(16\times8\) since it achieves good performance in the first experiment. This experiment uses 4000 positives and 4000 negatives as training set, and 2000 positives and 2000 negatives as testing set. Figure 5 plots the ROC curves with frame number \(t\) of 4, 6, 8 and 9. It shows that when \(t\) becomes larger, the detection performance increases. It means
3DHaar features capture more distinctive information with more frames. Thus this experiment confirms our hypothesis that 3DHaar features extracted in multiple frames are effective and distinctive.

To evaluate the performance variations in practice, the third experiment is to determine the ROC variance by varying training and test sets. This test procedure is similar to [7]. We divide the training set into three sub training sets and test set into two sub test sets. Each sub set has 2000 space-time volume samples. For each experiment, we use two out of the three sub training sets to train the SVM classifier, and then test this classifier on the two sub test set respectively. In this way, we can obtain six different ROC curves. When taken as six independent tests which follow a normal distribution, a confidence interval of the true mean detection rate can be estimated as follows:

$$\overline{y} \pm t(\frac{\alpha}{2}, N-1) \frac{s}{\sqrt{N}} \approx \overline{y} \pm 1.05s,$$

where $\overline{y}$ and $s$ denote the estimated mean and standard deviation respectively, $1-\alpha=0.95$ is the desired confidence interval, and $N=6$ is the number of tests.

Resulting ROC curve is given in Figure 6. We can see that 3DHaar features achieve a good performance of detection rate 91% given false positive rate 5%. The confidence interval is less than 5 %, so the detection performance is stable.

5. CONCLUSION

In this paper, we propose a new kind of feature, 3D Haar-like feature. This feature naturally extends 2D Haar-like feature to 3D space. We adopt seven types of volume filters here to represent pedestrian’s appearance and motion information. We extract these features in a space-time volume and use Gaussian kernel SVM as classifier. The system is evaluated on CAVIAR dataset. We studied the influence of various parameters, including the window size and frame number on detection performance. Finally we have shown that 3D Haar-like features give good result for pedestrian detection task.

The Future Work. Although our current SVM detector achieves a good result, the performance is limited by the fixed window size. In the future, we will improve the detector using AdaBoost cascade to select strong features with multiple scales.
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